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A Vision for Prioritizing Human VWell-being
with Autonomous and Intelligent Systems

IEEE

Nttps://ethicsinaction.ieee.org/
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IEEE General Principles

Commonalities with many other sets of principles

Human Rights

A/IS™ shall be created and operated to respect, promote, and
protect internationally recognized human rights.

Well-being

A/IS creators shall adopt increased human well-being as a primary
success criterion for development.

Data Agency

A/IS creators shall empower individuals with the ability to access
and securely share their data, to maintain people’s capacity to
have control over their identity.

Effectiveness

A/IS creators and operators shall provide evidence of the
effectiveness and fitness for purpose of A/IS.

® *Autonomous/Intelligent Systems

Transparency

The basis of a particular A/IS decision should always be
discoverable.

Accountability

A/IS shall be created and operated to provide an unambiguous
rationale for all decisions made.

Awareness of Misuse

A/IS creators shall guard against all potential misuses and risks of
A/IS in operation.

Competence

A/IS creators shall specify and operators shall adhere to the
knowledge and skill required for safe and effective operation.

sSource: https://ethicsinaction.ieee.org/



Are ethical frameworks enougn to
ensure safe and peneficial development
and applications of machine learning
and other forms of Al”/



RISKS OF Al
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Al Ethics vs Risk Publications
(by publication year)
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Al Ethics vs Risk Publications
(by publication year)
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RISK INNOVATION



RISK IS ...

.. the propabllity of harm occurring from an
action or situation



INNOVATION IS ...

.. Ihe process of translating an idea or
nvention INto a good or service that creates
value for which customers will pay



INNOVATION IS ...

CREATIVITY ____

.. The process of translating an idea or
nvention INto a good or service that creates
value for which customers Will pay

i



RISK INNOVATION IS ...

A way of approaching risk that leads to new
Knowledge, unaerstanding, and capapilities,
anad translates these into products, tools, or
oractices that protect ana grow societal,
environmental, economic, and other value

Maynard, A. D. Why We Need Risk Innovation Nature nanotechnology (2015) DOI:1038/nnano.2015.196



https://doi.org/10.1038/nnano.2015.196

RISK INNOVATION IS ... CREATMIY

A way of approaching risk that leads to new *
Knowledge, unaerstanding, and capapilities,
and transiates these INto proaucts, tools, or
oractices that protect and grow societal,
environmental, economic, and other value

Maynard, A. D. Why We Need Risk Innovation Nature nanotechnology (2015) DOI:1038/nnano.2015.196
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https://doi.org/10.1038/nnano.2015.196
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RISK INNOVATION
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http://RiskInnovation.org
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ORPHAN RISKS
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Maynard (2018) It's time for tech startups and their
funders 1o take “orphan risks” seriously. Medium



https://medium.com/edge-of-innovation/its-time-for-tech-startups-and-their-funders-to-take-orphan-risks-seriously-3f7813976a07
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ORPHAN RISKS




VALUE

Orphan Risk Landscape

GOAL: Using Al-based social media agents to reach herd immunity (Private company)

ENTERPRISE

Behavior change at scale
Versatile tech platform

Profit

INVESTORS
Product that delivers on its promise

Trustworthiness

High return on investment

ORPHAN RISKS
CUSTOMERS

Significantly reduced social & economic
iImpacts of infectious agent

No legal/regulatory liability

Public support and recognition

COMMUNITIES

Autonomy
Transparency

Inclusion

Social & Unintended Consequences Organizations &
Ethical Factors of Emerging Technologies Systems
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RISK
INNOVATION
PLANNER
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RISK INNOVATION PLANNER

<

RISK INNOVATION

NEXUS

The Rigk Innovation Planner helps identify and strategically addrese “orphan ncke” -- often-overlookad nicks to suscess for which there are no agreed
upon tools, standards, or mitigations already in place, and which if no: planned-for can easily blind-side an enterprise down the pike.

The Planrer provides a quick yet effactive way toidentify, plan for, and evaliate progress against orphén risks whick are relevant to your enterprise
With regular uce of the Planner, your team will create strategies for success, building value and creating positve outcomes

0 Identify three areas of value for your enterprise, your invastors, your customers, and your community.

Risk Innovation approaches risk as a threat to value, or a threat to something of importance t your enterprise, your investors, your
customers, or your community. Whether tangitle or intangible, a current product or a future success, if it's worth something to you or

your stakehdlders, It's an area of value. By Identifying what Is most valuable In each of these areas, you can begin to more clearly see
how and where orphan risks might have the most blindsiding impact.

VALUE

ENTERPRISE INVESTORS CUSTOMERS COMMUNITY

Circle the 2-3 areas of highest value to focus on cver the next fow months.

Circle the orphan risks that have the potential to impact, or pose a threat to, your priority areas of value.
For reference consult the Definition and Scenaric cards.

Unintended Consequences of
Emerging Technologies

Ol
o
Black Swan Evonts
Co-ofpted Tech
Heallh & Znvitormenl
Intergenerational Impacts
Loss of Ageny
2roduct Lifecycle

Describe tha spacifiz way in which thasae ricks thraatan youir priority areas of value and, hy axtarsion, your entwprisa invesiors, cistomears

and/or community

P

RISK INNOVATION PLANNER

RISK INNOVATION

NEXUS

o Consider a few actions you can take throughout the next quarter to begin planning for your specific risks.

Taking smazll steps now will add up, helping you build strategies to plan for orphan risks and avoid Mindsiding impact. Each action
should address: What an | going to do, why am | going todo it, nd how will | accomplish it? Actions should be specific enouch to complete
within 2-4 weeks. or ins:ance: read an article or book: talk to a custome: write a blog post: Isten to a podcast: ergage with another member of
your organization; work 01 your orphan risk strategy; draft an orphan risk policy

STEP 1

STEP2

Juarterly Reflection: Which actions were effecive and worth the time and resources? How can you begin to integrale these actiors into your risk planning strategy?

Use this Planner as a regular reminder of the otphan risks you potzntially face, and yeur strategies for addressing them.

Repeat the review process each quarter, and keep your worksheets as a record of progress made.

Thank ycu for completing The Risk Innovation Planner!

For more information, please visit us at www.riskinnovation.org or emal us atinfo@riskinnovation.org.

https.://riskinnovation.org/services/risk-innovation-planner/


https://riskinnovation.org/services/risk-innovation-planner/
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Loss of
Agency

HOW OO We navigate
a Machine-mediated
future of cognitive
and benhavioral
asymmetry’?

People are highly manipulatable

HuManN-numan manipulation Is
constrained by a level(ish) playing
fleld

Machine-numan manipulation Is
Not constrained IN the same ways

NVachines can potentially be
taught (or learn) to take advantage
of human heuristics and cognitive
Dlases

This might be a beneficial thing for
the future of humanity ...

... Or it could be really harmtul!



KEY TAKEAWAY:.

Socially beneficial and responsible
development and use of "Al" requires new
thinking around value and risk, as well as

ethiCs
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